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Background
In recent years, the global volume of medical literature has experienced explosive growth. How to efficiently 
extract precise knowledge from massive medical literature and build intelligent knowledge service systems 
has remained a core challenge in the library field. This study aims to combine deep learning technologies to 
design efficient medical Named Entity Recognition (NER) and relationship extraction service frameworks 
addressing the fine-grained knowledge needs of medical researchers, while validating their effectiveness in 
practical application scenarios.

Work Flow

Results and Discussion

Conclusion
.The experiment constructs a manually annotated corpus of statin-ADR relationships, followed by model 
training, optimization, and data augmentation. 
. The Bi-LSTM-CRF and Bi-LSTM architectures demonstrate superior performance: drug entity detection 
achieves F1=0.9, ADR detection F1=0.82, and Bi-LSTM outperforms attention-based At-Bi-LSTM and 
traditional SVM methods in drug-ADR relation extraction (F1=0.8). 
. Leveraging 1,602 annotated full-text articles, we developed a domain knowledge extraction platform 
(http://lk.fmcib.com.cn:19081/nlp/) featuring intelligent reading paradigms for medical researchers.
.Application  http://lk.fmcib.com.cn:19081/nlp/
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